problem

content users were experiencing slowness in snl document form and snl docviewer in westx.

solution

multiple support teams (dse, documents and filling b, vmo, storage network support) were engaged to investigate the issue. the dse team identified that there was a blockage on the bizwire loader (bizwireload.exe) on the snldb2 server. documents filling b team stopped bizwire services on snl process (1, 7 16) and then re-enabled them. documents filling b team has removed the old 30k and 0kb documents from the input folder and also reduced the threading from 15 to 10 per server to mitigate the issue

problem

content users were experiencing slowness in snl document form and snl docviewer in westx.

solution

it was reported that multiple content applications (cts, west, westx, extractor, docviewer, celsus, pathfinder) across multiple locations (amd, hyd, manila and ggn) were impacted. network data team confirmed that there was a network interruption with zayo 10g circuit between cho and ash data centre which resulted in routing hang state, which led to network interruption for the traffic passing between both data centers. this is a known risk (r127) which is already logged. network data team removed and re-added the static route to mitigate the issue

problem

multiple content applications (cts, west, westx, extractor, docviewer, celsus, pathfinder) were impacted. gcc application was also impacted.

solution

it was reported that multiple content applications (cts, west, westx, extractor, docviewer, celsus, pathfinder) across multiple locations (amd, hyd, manila and ggn) were impacted. network data team confirmed that there was a network interruption with zayo 10g circuit between cho and ash data centre which resulted in routing hang state, which led to network interruption for the traffic passing between both data centers. this is a known risk (r127) which is already logged. network data team removed and re-added the static route to mitigate the issue

problem

users are experiencing issues with zscaler zpa.

solution

iam ops team performed a configuration change to modify zpa birthright access rule for ratings users in north america (ritm1213184). this config changes disabled end-users sailpoint access, causing the issue. the access rule change was reverted by the iam ops team. all the impacted users are added back to the required ad group and the ad group is performing a force sync of profiles all the impacted users are advised to use cisco vpn through their email id and authenticator app as a workaround. zscaler team has confirmed that after the sync of azure ad to zpa scim, 4832 ids are now available and will not have any issues and the issue is mitigated. however, there are 18 missing ids from all divisions, which is a negligible count and can be ignored for now. the ratings im team was able to perform the initial validations and confirmed that 8 ratings users were able to access zpa without any issues. complete validations will be performed on a reconvene call has been scheduled to discuss further course of action.

problem

priority score and sort order was not getting assigned in ct admin application due to failure of a job attributed to a wrong value in the crawler admin page.

solution

it was identified by data collection g team that the job (job\_assign document priority rank\_prc) on fdca server is failing at 4th step and is throwing the error: arithmetic overflow error for data type tinyint. it was also identified bad element values collected against type id 510 for couple documents (1930490316, 1930490450) in the tables (document element integer\_tbl/ document to object real element integer\_tbl). the same are deleted by data collection j team from couple tables to resolve the issue. the job is running successfully now.

problem

priority score and sort order was not getting assigned in ct admin application due to failure of a job attributed to a wrong value in the crawler admin page.

solution

the mt support team observed errors on one of the schema servers (choschemaprod01) which seems to be the cause of issue. mt support restarted the schema service to resolve the issue. the content teams confirmed that the content applications are working fine and they are no longer experiencing any slowness.

problem

extreme slowness in content collection applications (cts/west/wetx/extractor and docviewer) due to a mt schema server issue

solution

the mt support team observed errors on one of the schema servers (choschemaprod01) which seems to be the cause of issue. mt support restarted the schema service to resolve the issue. the content teams confirmed that the content applications are working fine and they are no longer experiencing any slowness.

problem

content apps dependent on snldb2 and snldb3 were down due to a isp link (fiberlight) flap issue

solution

multiple support teams (network data, network security, wintel, dse, content users) were engaged to investigate the issue. the network data team has confirmed that there was an isp link (fiberlight) flap which has caused the issue. the impacted isp link (fiberlight) has been shut down to mitigate the issue and the traffic is traversing through the secondary isp link (zayo

problem

multiple users receiving errors when opening stories in ccp

solution

techops restarted services on the prod-us-chp1-us-ccp node.

problem

stale consensus estimates data on ciq and ciq pro due to an informatica issue

solution

it was identified that intermittent issues were observed between informatica and consensus data refresh service due to which queue built up. although, queue caught up on 4/27, but it was observed that consensus estimates data was reprocessing older messages from informatica and causing bad data. a case with vendor (informatica 04482901) has been logged to identify the cause of the issue and investigate further. ciq dev team identified the jobs which were not processed from the backlogs. im-csd-estimates standardization disabled incremental flow to consensus calculator app, purged the existing queues, post which estimates calculator was brought to process all backlogs. the estimates team completed processing the backlogs for ciq (1.2 million) and ciq pro (3.5 million), to resolve the issue. after restarting informatic ume store by soa team issue got resolved.

problem

users working from manila and pune odc (spgi and ihs) were unable to access internet via lan due to a power failure on a legacy switch in secaucus dc

solution

the onsite engineer visited the datacenter and powered on the switch which mitigated the issue.

problem

index metadata feed - error occurred when validating remote object grip.index\_dest\_for\_ids@gripxp

solution

dv team have executed the arping command for the nutley dns

problem

documents in edca application were picked up in delay due to timeout error on the sql database server

solution

multiple teams (mi database, scrum mount trisul, content sre) teams were engaged on bridge call to investigate the issue. scrum mount trisul team identified that there was timeout error on the sql database server (col21dbsqlprd\col21), indexing job running slow which had caused the issue. mi database team have killed the indexing job to mitigate the impact validation has been performed by the users which states that auto extraction services are now picking up the documents.

problem

external clients and ihs users were experiencing intermittent issues with email delays due to an exchange server connection to ad issue

solution

messaging team has confirmed that they identified two problematic exchange servers (va06exm5005 va06exm5006) that have caused the intermittent issues and the email delay. messaging team removed impacted servers from the cluster to mitigate the issue. the remaining servers (nj12exm5005 nj12exm5006) have processed the backlog messages and the backlogs cleared. no pending emails in the queue.

problem

documents were not flowing to downstream applications from foreseer application due to few filings mistakenly added to production instead of staging

solution

extraction a team, identified that the issue was caused due to few filings that were mistakenly added to production by fundamentals content team instead of staging ct admin. due to multiple retry attempts for these bad filings, the queue built up and delay was observed in processing the documents. extraction a team stopped the nifi processes to stop the flow of new filings and cleared the bad filings from queue to resolve the issue. the queue cleared and the nifi process was restarted.

problem

publications are not making it to alpha mail.

solution

missing reports were manually re-published and dbops cleared the db blocking sessions after which the remaining publications that had been stuck processed automatically.

problem

delay in delivery of profiling data from ciq to ciqpro platform due to changes rolled out in production against a user story

solution

f1 avengers team identified that the issue was caused due to changes rolled out in production. the data architecture team rolled back the change to fix the issue. however, app pool recycle did not happen at the scheduled time. hence, mi data services b team manually recycled the app pool for the changes to come into effect, thereby mitigated the impact post which backlog data started flowing and which got cleared to resolve the issue.

problem

internal/external users are not able to search the forward curve symbols under forward curve charting under platts dimensions pro

solution

the cloudops team restarted linkerd and microservice deployments that injected linkerd proxy containers into the pods which helped in service-to-service communication resolved the issue.

problem

delay with ratings xpress v4 span files due to a job failure

solution

ratings xpress feed team identified that the autosys job (p\_mi\_xf\_pullmerge\_rx\_core instrument revenue source) failed on sql server (rxf01dbsqlprd\rxf) as one of the record (charter school) in sectorid inactivated caused this issue. pss team ran the autosys job to mitigate the impact

problem

issue with us tagging server as elastic search service was consuming high cpu utilization.

solution

techops increased java space memory on the us tagging server from 1gb to 6gb (emergency cr chg0326576).

problem

the spglobal site that hosts crown peak pages was not accessible.

solution

the spglobal.com site that hosts the crown peak pages are not accessible and multiple technical teams tested the application servers and refreshed the load balancers, but the issue persisted. Crown peak (vendor) has been engaged with the case 83382. the crown peak vendor team verified that inbound traffic to the site was stable throughout the day and did not see any issues. in addition, the crown peak vendor team have performed multiple iis (internet information services) restarts, but the issue continues to persist. he crown peak support team was able to mount the backups and reconfigure microsoft iis to server to reference the backup disks instead of waiting for the completion of full copy/restore to the server disk. the site came back up, after restarting iis and has been stable without any site interruptions in the eu-west pod. the us-east pod was also brought into the rotation, with the same mounted drive and ratings site pages were validated and working as expected after mounting to the drive. this configuration will remain in place until the restore of content to the actual server drives and there will be a content publishing freeze to the sites until full restoration is completed on. crown peak vendor team is going to built a script to incrementally run though the published items from the last two days in small batches while monitoring the performance of the site. teams confirmed that publishing scripts has been completed and they have not received any further alerts from the site. the site is stable and fully back on the original disks with updated content. initial validation of all content seems to be functioning as expected. teams to conduct further in depth testing on to ensure all other content sourced from automated processes has been accounted.

problem

ratings users were unable to save/upload files in box.

solution

box support team had raised a case with the vendor (box case 2836213) network security raised a zscalar sev1case 04076495. network security team has bypassed all box urls from proxy and added a firewall rule with port 443 to mitigate the impact for few locations (japan, australia, hongkong, singapore, sydney melbourne). (emergency change - chg0324448). few users were still facing issue. box vendor team confirmed that ip address (107.152.29.224) was decommissioned and should not be in use anymore and suspect that this may be the cause. network security team has raised an emergency change (chg0325030) to disable invalid ip from box for few of the apac locations (to check if impact gets mitigated. as per box vendor recommendation the ip is a part of /20 prefix, the emergency change (chg0325030) implemented by n/s team to disable invalid ip from box on has been reverted (107.152.29.0/24 is re-enabled). box vendor has confirmed that they had stopped serving the content / cdn traffic since last year aug 2022. network data network security teams identified that the ad servers are forwarding requests from server (upload.app.box.com) to singapore infoblox dns forwarder (sg07ibx105.mhf.mhc infoblox) and it is returning to decommissioned box ip (107.152.29.224). network data team raised a case with vendor (infoblox case 00388287). box vendor team has confirmed that they have identified ns1 was returning incorrect dns in some cases and hence they deployed a fix to resolve the issue eams validated with users from all the apac region who are currently working from office and got the confirmation that they are able to save/upload file on box.

problem

content users were getting error message as exception in closing the job while committing documents in foreseer application due to server application pool being stuck/flooded

solution

multiple teams (dse team, wintel team, extraction a team) joined the call to investigate the issue. dse team checked and confirmed that there is no issue from database side. extraction a team suspected that there was an issue with server application pool (ii48isp5001/ii48isp5002) which got flooded. mi content sre team recycled the app pool to resolve the issue. users have validated and confirmed the issue is resolved.

problem

intermittent access issues on capital iq plugin on ciq classic platform due to tempdb contention on the oslo sql database server

solution

multiple support teams (dse, ciq sre, and storage) was engaged on the call to investigate the issue. ciq sre team recycled the app pool on the web servers - (qtciqwbpd01-08). dse team identified a tempdb contention on the oslo sql database server. dse team restarted the oslo sql server to mitigate the issue validations have been performed and confirmed that the issue has been mitigated.

problem

few placeholders are randomly copying rap links in case of create placeholder (delete placeholder already handled)

solution

we have applied a fix to rebuild workspace placeholder list afresh from database whenever a placeholder is added

problem

span files were delayed on ratings xpress v4 due to sql database server constraints.

solution

it was identified that span files was delayed on ratings xpress v4. ratings xpress team identified that sql database server (rxf01dbsqlprd\rxf) had two strings (louisiana, la appropriation service contract p3 project) and (louisiana, la appropriation service contract p3 project) that two strings acted as a same string which caused this issue. ratings xpress feed team was restarted the database job (p\_mi\_xf\_pullmerge\_rx\_core instrument revenues ource) on the sql server which issue got mitigated no further clients cases has been reported so far validations have been successfully completed with the user and confirmed that the issue has been resolved.

problem

multiple functionalities in ciq pro platform experienced degradation on us-east stacks due to huge influx of calls from portfolio analytics via data api services saturating the system.

solution

it was reported that multiple critical functionalities (company profiles pages and docviewer) experienced performance degradation on us-east (stack 1 and 2). ciq sre team moved traffic from us east to us-west to mitigate upon further investigation, ciq sre team along with desktop architecture team identified that portfolio analytics made large number of calls via data api services, which overwhelmed the system caused this issue. performance qa team performed load test on us east stack 2. since, services seemed stable, ciq sre team put back us east into the mix to resolve the issue

problem

content users experienced slowness while performing activities in compustat data collection application (frde) due to high cpu utilization on few of the citrix prod servers

solution

the sybase processes were killed, and the impacted citrix servers were restarted, however there was no improvement. wintel support has doubled the capacity of the virtual cpus for the citrix servers in production to mitigate the issue.

problem

blue prism automation bots were down due to connectivity loss between azure and on-prem vs load balancer.

solution

network security team confirmed there was connectivity loss between azure on-prem virtual machines which resulted in blue prism automation bots going down as a part of change (chg0315835-firewall upgrade), after rebooting the firewall, bgp session was cleared and switch took other path snldmvpn on firewall (ii48irt015) network data team modified the route configuration on the core switch (ii48cd101) and diverted traffic to firewall ii48tfw to mitigate

problem

addiing team members to release team / post release workbasket issue

solution

1) release team - added missing records in work group table for this team (table name: simplifydata74.pr\_data\_admin), these records insert from pega designer studio class instances. 2) post release workbasket - added missing records in region hierarchy business hierarchy table.( table names: simplifydata74.sp\_team\_region\_hierarchy simplifydata74.sp\_team\_business\_hierarchy )

problem

issues with pipeline during db patching exercise that caused east db patching to be put on hold

solution

spcom failover ansible code failed as the dependent aws repo branch it was referring to was missing in github. sp-ratings-ansible-aws repo was using dmz-spcom-redesign-no-proxy-failover which got deleted during branch cleanup. issue is fixed with new branch creation and updated changes. new branch is tested on alpha failover is working fine.

problem

unable to create hierarchy review case when length of entity name exceeds 64 chars and special characters.

solution

due to field length discrepancy error was triggered. field length is increased and made consistent

problem

filings accumulating in extraction service on foreseer application due to requests not getting pushed to active messaging queue.

solution

fundamentals team reported that they are seeing filings accumulating in extraction service on foreseer application. im-dt-fundamentals-transformation-dev confirmed that requests were not getting pushed to active mq (active messaging queue). dt foreseer team restarted the active mq to mitigate the impact and new filings started processing. im-dt-fundamental-transformation-dev team completed the reprocessing of the filings previously accumulated before the fix was applied. validations are successful.

problem

rating advisor rro submission created a lead not an opportunity

solution

now we are sending the user selected entity in case of ratings advisory when user search any rated issuer in the search box and storing in session storage

problem

akkurat ll fonts are missing in cap windows servers

solution

we suspect this font installation done through sharepath and it deleted after server restart. however we have redeployed fonts again in production servers as part of april release and monitoring also in place hence resolving this.

problem

annual review cra3 article publications

solution

we have removed the where condition check to related to cra3 at the denodo level and fetching the entire data and then written the logic to filter out the instrument related to cra3 entity. so it will remove both parent and child entities related to that cra3. fix is deployed to qa and uat environment. fix is tested and certified by qa. we have done uat with users and got the signoff.

problem

remove black jpcr from pcr list on snp.com

solution

this issue will be handled as part of the jpcr republishing feature project (feature 5814962). we will ensure that when an entity in japan has both a financial enhancement rating (fer) and an issuer credit rating (icr) with a jpcr (jr indicator y ), the system identifies the fer as an entity-level rating, and that when a financial enhancement rating (fer) is processed, the system does not consider this as an issue rating.

problem

variable section data missing in da

solution

dsp service should be migrated to kong

problem

upon deletion of older ra job, the new job created does not refresh when opened

solution

we have made the changes in code so as to get the updated status for the jobs. once the old ra-job is cancelled and its status it set to cancelled, the updated status will now be mapped on the page instead of mapping the old status of the job. called the activity in step 1 of ruleset sprtg:18-04-90. call rtg-work.validateduplicateorgandrole and comment off the step 2.1.4 to avoid the double time property set.

problem

as simplify is observing that there is change in the existing and recommended scores as we are fetching different existing scores in the rap and simplify. simplify system is blocking the user due to th

solution

fixes done from rap side: updating input and output codes: a) need to update label and melabel for business\_position business\_position in model-scenario-lovs.const.ts file summary section: a) need to change the displaying logic for business and risk position values business position area: a) need to change the input mnemonic code and lovs data point b) need to change the output mnemonic code c) need to change highlighting the change logic d) need to change the required for sacp calculation logic e) on change, need to change update model engine value logic(in updatewithmodelenginedata method) risk position area: a) need to change the input mnemonic code and lovs data point b) need to change the output mnemonic code c) need to change highlighting the change logic d) need to change the required for sacp calculation logic e) on change, need to change update model engine value logic(updatewithmodelenginedata method) model engine area: a) need to update the melabels in model-scenario-lovs.const.ts to reflect the input values chagnes b) need to chage the logic to update the model engine output values(in setmodelengineoutputdata method) c) reset model output values, need to change the logic to reflect the changes(in resetmodelengineoutvaluesonui method) list view: a) need to update the mnemonic codes to reflect the new changes ui - test cases: a) need to updated few test cases in model-scenario-sample.component.spec.ts to work with the new changes observations in lov data(si, qa uat): for business\_position\_assessment, risk\_position\_assessment, the very strong lov value coming without space in between

problem

search for object cannot be performed when there are special characters in entity.

solution

when calling search object service pega will be passing escape character for the service to be able to parse when there is a double quote character in the search string

problem

new entry to add list of organization that have recevied a res or ca.

solution

as per sop ops team will update res/ca org invoice dates in rpm and mongo db.

problem

rpm does not let me attach documents

solution

as part of the fix, we are indicating the user to enter up to 64 characters only and ensuring that user can only enter within the limit in the subject field available in the rl job attachment popup

problem

cdo evaluator is missing from the models page

solution

archiving newly created test version, model is displayed on r360.

problem

new bicra template is not pulling the scores into ramp

solution

simplify will pass cap a flag saying iti is birca org, cap will pass that flag to data service, data service will reverse lookup the id and get the data to come back in the service response. data will then flow to the ramp tables.

problem

log4j vulnerability - impacting multiple dmz and internal applications

solution

team continue to address log4j vulnerabilities that have evolved since the initial identification in december 2021. we are taking steps to ensure that teams prioritize updates to address these vulnerabilities through cab, ado pipelines and exception logging. the remediation of additional log4j vulnerabilities will be moved into bau support and there will likely be renewed office hours around vulnerability support overall to express the need for teams to keep their log4j files updated. there are exceptions in place for some apps that could not make the required changes. those teams will need to ensure those exceptions are maintained and not expired and renewed where necessary.

problem

enable ros team to publish/extract jpcr for ticket reduction.

solution

build the functionality to provide japan ros the ability to perform the following: 1) extract jpcr xml 2) upload jpcr xml 3) view amended pcr in pcr preview of rpm job 4) republish jpcr with amended xml

problem

multiple users were unable to launch applications hosted on citrix workspace

solution

multiple teams (citrix, network data, network security, aws cloud) were engaged. network data team found that the issue is not related to zpa since the applications are internet based and hosted on citrix cloud. as part of troubleshooting, network data team disabled internet security (zia proxy) option in zscaler application (zcc), post which the applications were launching. network security team raised a sev p1 case (03796236) with zscaler vendor to troubleshoot t proxy level. wireshark logs were captured and shared with the vendor (zscaler). network security team added url (spglobal.cloud.com) in zscaler app connector and updated the policy for few users, as a workaround recommended by vendor (zscaler), but the issue persisted. network security team has hitelisted few more urls suggested by citrix vendor, but the issue remained same. wireshark logs were again captured by zscaler vendor for further anlaysis. network security team then bypassed added spglobal.cloud.com zscaler portal windows app profile to mitigate the

problem

content users are unable to open company profiles in celsus.

solution

dse team identified blocking on database server (qtcol01dbsqlpd\qtcol01dbsqlpd) due to a long running user query from server (qtmsctsin011). dse team killed the user query to resolve the issue.

problem

auto article instantiation fails

solution

updated java certificate file by importing required server certificatie.

problem

ciq site was running extremely slow and while searching for companies or data set an error message was received.

solution

the issue is resolved by restarting the zookeeper nodes. however the soa team is investigating with the application team on improving the resource levels and configuration to provide better stability and availability. the work has started with the current sprint 22.02.06 and we will close the open items asap.

problem

users reporting multiple issues with pathfinder

solution

log backups were not happening as the backup preference was set to secondary as a result the log file got full on the primary database. changed the backup preference to any replica to take the log backups on the primary. we do not anticipate these issues again.

problem

users are unable to access docshare links which are share via email once the jobs is released

solution

we have replaced the functionality by using insight protocol with chronicle id of the document. this will eliminate the dependency on the document location. change is moved verified by qa and deployed in prod on

problem

users are experiencing intermittent login issues on ciqpro

solution

worked with eps (end point security) team and whitelisted folders. additional trace flags added to mute dump generation while ms fixes bug in product as part of sql server 2019 cu16.

problem

data loader service not running daily as per schedule automatically.

solution

cdc processor was running in the streaming cluster. now, its changed to job cluster

problem

user requested access to apac, emea and us templates

solution

this was a user access issue and the user was re-directed to the arp team who were able to resolve the issue.

problem

973491- not allowing icr rl to be drafted; job cannot be sent to billing

solution

enabled the logs to identify the issue on next occurrence and logs are planned to move production.

problem

unable to move forward on ratings screen due to edc.

solution

made logical fix when edc - when na - not applicable option is selected for edc, this na value tag is not sent to core at all, as the tag is not sent to core it does not validate anything and allow case to process. alpha names will bypass the validation stage. this is a permanent fix, deployed via chg0250571

problem

r360 - missing performance data on ui -(timing issue)

solution

the missed ids have been reprocessed and verified in r360 ui. after reprocessing the data is available on r360 ui.

problem

dr deployment was not 100% successful for rap-servingdeployerwin-caas

solution

corrected the host name in the yaml file and added the missing key rap\_oauth\_token\_username

problem

user transferred from mi to ratings and caused profile issues/multiple names in system

solution

there is now a feed from sailpoint to arp - there is additional work being undertaken to automate tasks from the sailpoint

problem

502 bad gateway error while creating data source for the v\_pw\_performance view in immuta

solution

the issue has been resolved after upgrading immuta to 2021.5. now, the data source is being created and the view can be queried from reporting cluster.

problem

unable to load documents in simplify case.

solution

as part of child requestor initiation process we are verifying the run time context and resetting the context if it is getting the wrong context. context will reset to simplify after rpm and wfm are used, instead of leaving it in the most recent state. if multiple applications (rpm, wfm and simplify are opened at the same time, simplify will be prioritized. attached the change to the prb

problem

unable to execute python commands in databricks notebook resulting in timeout error

solution

its server restart. no permanent fix needed

problem

when signoff analyst tries to signoff an ar, takes them to rpm screen

solution

post updating right endpoint url cases are now routed to correct application simplify

problem

multiple content applications were not working as expected on both local and remote apps. the snltxprocess memory leak issue.

solution

completed- replaced that code with a method using native c# and the memory leak when away. this was rolled out to production.

problem

excel files in docshare are opening only in read-only format.

solution

excel files read only issue was fixed by updating the configuration files in docshare servers with emergency cr chg0219778

problem

incorrect date showing up in the reports section

solution

updated date format provided through code fix.

problem

intermittent login issues on cflow

solution

technical teams restarted the cflow webgate servers in a rolling fashion following which users confirmed they could log in to the application consistently.

problem

constituent characteristics are not showing for newly launched indices.

solution

user training issue - no corrective action is needed -

problem

compustat files are not uploading to edx platform due to couple of job failures.

solution

the access keys have been updated to the latest ones.

problem

automated health checks were failing for https://www.ratefilings.com

solution

we have updated the configuration so that the service always picks up the latest installed version on the machine.

problem

edx api service was not working due to an issue with the resolution of vip (https://soaapi.ws.spglobal.com/edx\_prod\_spg/).

solution

soa team suspected there was an issue with soa vip. soa team had rolled back the new certificate (ssl), suspecting it to be the cause. this certificate was installed, issue persisted. network security had confirmed that the external client facing soa load balancer was fine, and the inbound connections were being forwarded to the soa backend servers. edx team had confirmed that the edx backend servers were good. soa team has failed over the traffic from secaucus to ashburn to mitigate the issue.

problem

delay in xpressfeed, ratingsxpress v3 and v4 files.

solution

inc3086614 - network team identified that there was a network blip for 6 minutes. jobs were restarted. inc3161299 -pss team restarted these jobs to fix the issue

problem

email notification of cmt ramp points to rpm but loads nothing

solution

now right endpoint urls been aligned to simplify application

problem

bug: 4688750: customer cannot create an arp request due to enterprise policy role missing

solution

there were two fixes associated to this issue. 1) additional daily synchronization was instituted by the opdm team - synchronization will run between and opdm (9 am and 5 pm) to allow the system to update changes that come in after 9 am so that the customer is not left waiting a full 24 hours for synchronizations to complete. secondary change was on the sailpoint side to address the following issue- arp acrep default policy role is not triggering. this was fixed on 2/25 through change control.

problem

ads not finalized (fr and edr)

solution

fix implemented: rule base mismatch with the service request- we updated existing service to send the correct rulebase in the rulesets, thus enabling simplify to consume this data and trigger the closure of the y case. code fix deployed to prod on 18th march 2022.

problem

rating letter job upload issue - rls are replaced by another rl from a different deal

solution

corrected the code to stop tagging incorrect jobs

problem

security ids expected to appear on ratings360 clo collateral universe

solution

this particular issue is due to the timing and this has been taken care as part of containerization (cho data center migration) of data pipeline solutions.

problem

few of the capitaliq.com platform functionalities are impacted

solution

subsequent patches to clustered instances were done manually.

problem

additional rating in pvt rating\_ra-284704 mismatch in history

solution

revised the sort logic for regulation l of the u.s. pcr (historical performance of credit rating) for private ratings so the rating history table is sorted properly. this was released. in addition, ra-284704 where the issue was first identified as been corrected by ops.

problem

user was seeing an error message while trying to access gre. clearing browser cache resolved the issue.

solution

user cleared the browser cache which resolved the issue and the application started functioning as expected.

problem

there is a ftp connection issue due to which the data did not flow down from cs to finmaster.

solution

we have requested creditscope team not to rebuild or apply any patches with re-start on business days to avoid these failures going forward. also including consumers for the communication incase of rebuild happening in urgency and the latency i.e is expected. this will be fully resolved once creditscope is fully retired. additionally we will review the notification dls to be used for such maintenance notifications so if there is a need to let additional consumers know of such unplanned activities, we will include those notification dls in the process.

problem

hogging thread / high cpu load average in prod app servers (stability)

solution

as a part of stability initiative, rdr, docshare content servers were moved to new infrastructure and migrated from vm to ec2 instances. additionally the cosi client was upgraded upgraded to 6.4 version. related change from 10/14 release is attached.

problem

crisis : aar2-overnight process to calculate and refresh analyst rotation data failed to complete successfully

solution

emergency change (chg0218666) was executed to address the field size of rotation\_cycle field in the aar2.rotation table. it was increased from 1 byte to 2 bytes to accommodate double digit rotations (greater than 9). this change was identified as a workaround pending additional review of upper limits and determination if there is a need to accommodate any rotation cycles above 99. if the max limit of 99 is sufficient after analysis, then this change will be considered a permanent fix.

problem

zscaler service status is throwing error and im unable to connect to vpn.

solution

the zscaler client connector (zcc) agent version was upgraded from 3.5.0.108 to 3.6.1.25 based on the recommendation from zscaler to improve the performance of zscaler internet proxy (zia) and zscaler private access (zpa) services.

problem

hybrids : issues with caching process, which went down making application unusable

solution

wipro changed the permissions

problem

unknown macro errors while accessing some of the platts wiki pages

solution

in order to resolve the issue, the wiki site was taken offline and each prod node was started one-by-one in order to re-sync settings between all nodes

problem

ids and dot cms are down and showing 502 error.

solution

immediate resolution

tomcat restart was done to resolve the issue during the incident period. permanent resolution

1. chg0168632 ( - update target groups prod-ids-web-tg-04 and dr-ids-web-tg-04. change deregistration delay from 60 secs to 600 secs for target groups prod-ids-web-tg-04 and dr-ids-web-tg-04. deregistration delay will give enough time to complete such requests and will help reduce 502 errors. 2. chg0169205 ( - urgent ids production release v\_21\_2\_3 to resolve to resolve 5xx errors ado: 3831551 ttps://spglobal.visualstudio.com/spdji/\_workitems/edit/3831551 1. to avoid dotcms container recycling when response time becomes high 2. to complete the ecs migration of the apache (part 1 implemented in chg0130317) below are the changes implemented. 1) increase db connections from 150 to 300 2) change jvm memory parameters (move from initial percentage to xmx option) 3) tomcat catalina output logging to console 4) apply oracle recommendations to cmsp db. 5) apache and apache maintenance logging to console 6) enable aws es snapshot and restore for ids

problem

news, ratings action, credit research and credit analytic alerts are down

solution

successfully, bring back the servers by restarting the brokers.

problem

autosys: weekly symbol job (p\_iftp\_fc\_symbol) got failed: delay in posting the weekly symbol files to the business partners

solution

etl weekly symbol job ran successfully after the iftp secondary node was shut back down, and read/write permissions were corrected on the archive directory.

problem

ratings major incident - can not save/check in documents

solution

session load balancer issue is fixed and deployed in to production. issue is with configurations and it has been worked with open text and cosi vendor to address the issue

problem

multiple nodes belongs to subnet 10.25.228.0 and 10.25.230.0 were inaccessible.

solution

network security team extended the bandwidth license to 5gbs per sec on f5 load balancer virtual device (va06bigipstrint1/2.mhf.mhc).

problem

users were facing intermittent connectivity issues on singapore vpn for internet based business applications.

solution

network security team confirmed that they do not have product license contract, which is expired. moved sg vpn users to us vpn. informed to engineering team to migrate sg vpn on zscaler.

problem

arrow global application is not accessible

solution

monit script startup was pointing to wrong script name,hence the managed server failed to come up automatically.

problem

latest research documents by contributors were not being published to the platform (capital iq desktop and spg platform)

solution

ssis jobs were not able to pick up configuration from config files. there was no change done in ciq release, but after ciq release, since ssis jobs were not able to pick up data from config files, we requested gdps to set the config values explicitly and that fixed the issue. it took some time for backlog to get cleared

problem

ratings major incident: cannot open gre filter

solution

veda from middleware team has provided details on the infrastructure issue. from the application site we have migrated to caas infrastructure from ec2 so this issue will not happen again.

problem

hi team, please can you add the the region (europe) to the pw job on the back end

solution

fixed an issue where pw-jobs were not appearing in the business liason workbasket due to the user not selecting the region providing rating field prior to saving the job. users will now be required to select the region providing rating field prior to saving (or submitting) the job.

problem

ids 502 gateway error

solution

investigation complete - fixes implemented for 502 errors immediate resolution

tomcat restart was done to resolve the issue during the incident period. permanent resolution

1. chg0168632 ( - update target groups prod-ids-web-tg-04 and dr-ids-web-tg-04. change deregistration delay from 60 secs to 600 secs for target groups prod-ids-web-tg-04 and dr-ids-web-tg-04. deregistration delay will give enough time to complete such requests and will help reduce 502 errors. 2. chg0169205 ( - urgent ids production release v\_21\_2\_3 to resolve to resolve 5xx errors ado: 3831551 https://spglobal.visualstudio.com/spdji/\_workitems/edit/3831551 1. to avoid dotcms container recycling when response time becomes high 2. to complete the ecs migration of the apache (part 1 implemented in chg0130317) below are the changes implemented. 1) increase db connections from 150 to 300 2) change jvm memory parameters (move from initial percentage to xmx option) 3) tomcat catalina output logging to console 4) apply oracle recommendations to cmsp db. 5) apache and apache maintenance logging to console 6) enable aws es snapshot and restore for ids ecs go-live part 2 1. update unhealthy threshold from 5 to 2 and timeout from 10 seconds to 5 seconds for the following target groups. update health check path to /health-checks/index.html prod-ids-web-tg-04 dr-ids-web-tg-04 2. update the dns - spindices.com to point to ecs cloudfront.spindices.com prod-ids-apache-pub-alb-01-172732379.us-east-1.elb.amazonaws.com (ids-prod-primary weight 255) cloudfront.spindices.com dr-ids-apache-pub-alb-01-1165569200.us-west-2.elb.amazonaws.com (ids-dr weight 0) lb.spindices.com prod-ids-apache-pub-alb-01-172732379.us-east-1.elb.amazonaws.com (ids-cp-prod-primary weight 255) lb.spindices.com dr-ids-apache-pub-alb-01-1165569200.us-west-2.elb.amazonaws.com (ids-cp-dr weight 0) 3. make sure dr-ids-apache-pub-alb-01 has proper waf(you can compare it to dr1-ids-apache-alb). update it if required.

problem

heards were not updating in pmc, platts platform and eclipse

solution

pas and dev team worked together to clear the filtered content queue on prp sonic server restarted the sonic services, marklogic dbops team manually triggered the messages which were not triggered.

problem

change dg title and ensure dg is also added to another section--needed on rpm, wfm and simpifly

solution

to comply with regulatory requirements and to align with the publishing of the social housing providers (shp) criteria, disclosure group uspf: revenue enterprise debt was renamed as uspf/ ipf: enterprise and revenue debt. the revised name will appear in the sector-based disclosure group dropdown of rpm, in between the sovipf and uspf disclosure groups. when this disclosure group is selected for either uspf or sov/ipf, the existing disclosure text will be displayed in the pcr.

problem

users were unable to access older files in shared drive \\ny01fil500\

solution

wipro storage team had rehydrated the archives files back to the primary storage to avoid causing recurrence issues and decommission the eol archive owned and managed by vendor emc/cdc.

problem

r360 : sovereign : financial sector tab is not loading data due to race condition issue between dsmp and rdsh generating empty payload

solution

the race condition in spscores\_ref.proc\_scores\_ack that dsmp event was committed while the ack status hadn t. the commit is at the very end while dsmp insertion is before the commit. this can be easily fixed by calling the dsmp.pkg\_event\_queue.insrt\_event\_ext\_trans\_control instead of the dsmp.pkg\_event\_queue.insrt\_event\_info. give the commit control to the caller.

problem

users were facing edx slowness issues for qts and ashburn.

solution

issue was fixed by edx failover to ashburn and then increasing tcp time out on ftps-edxprdqts.capiqinc.com from 5 min to 60 mins

problem

snl.com website was intermittently failing to resolve from multiple locations globally.

solution

ting vendor informed they are working with their existing vendors to improve ddos mitigation services to address and rectify ddos attacks in a timely manner also revise their architecture to further improve the overall security against malicious traffic.

problem

simplify system is not working in production as we expected for backup team leads when reassigning cases

solution

issue has been fixed and now all the back up team lead can edit manage assignment and save data as per need. before code fix, there was a glitch on existing code where application is able to find only 1 back up team member and that to be who is the 1st row member and discarding all other. after the code fix, now application can able to identify all the back team availability automatically and each back up team lead member can able to edit the presenting analyst or support analyst members.

problem

users were facing intermittent connectivity and slowness on serv-u (ftp.capitaliq.com and ftp.clarifi.com).

solution

as per the vendor recommendations team have increased of cpu and memory from 2 cpu 4gb to 4 cpu 8 gb through chg0165722 to resolve the issue.

problem

t3 used old weight rules in the system (with effective date of 20200922) for snp smit 40

solution

we had a check in the system, system will fails the calculation on proforma date if index is rebalancing and weights are not uploaded as rebalance date for all the stocks which are part of the index, but this is broken in one of the old release, we identified it recently and fix is implemented as part of spdji\release 21.07\sprint 21.07.02

problem

ratings jobs are delayed on ratingsxpress v3

solution

network got glitched some how and jobs got failed, we have restarted them accordingly.

problem

portal logins are failing for production ciq platform

solution

ciq support team started the services manually on those servers post which teams confirmed that the portal login issue was fixed

problem

article service failing intermittently due to out of memory error

solution

team confirmed all problem tasks were completed and work was done to expand faas capacity to autoscale based on volume of data.

problem

users from different locations were unable to connect to aws workspaces

solution

vendor aws support disabled the original update script for all prod aws. teams then renamed the pcoip agent update script to bypass the script execution and observed that the machines did not reboot automatically. the rename script powershell script then was executed to all the impacted systems, post this execution of script users had confirmed that they were able to login.

problem

issues with hydra pages service on singapore cloud snp global platform. (mitigated)

solution

detect: we got datadog alerts for p95 for stack 2 singapore for hydra data service and also for high number of requests being stuck on as2soahdtp162 server. response - singapore stack 2 was pulled out of the mix to avoid any issues to the customers and the server as2soahdtp162 was rebooted to resolve issues. prevention- process to automatically pull the server from the mix if the number of requests on the server starts piling up

problem

intermittent slowness issues with the sourcing tab in celsus application.

solution

we moved few apps am,oidmapping,msh uploader crc generation to point qtcolappd(05-06) servers instead of qtcolappd(01-04). it got reduced the load for celsus users and performance got increased.

problem

not receiving emails | nutley environment

solution

when the content switch was reloaded functionality was restored.

problem

gcc users were unable to create and publish news to mi platform

solution

rebuilt indexes for articleindex table and added the table to automated stats updates process

problem

high cpu utilization in iisfgr which result in db performance issue

solution

we are good after moving to new vm

problem

logout functionality was intermittently failing on capitaliq platform.

solution

this can be closed a permanent fix. as team took necessary steps as below - to ensure any routing changes should not be performed during the weekdays and should go through cab/tab approvals( ptask0017756). updated sop for emergency change (ptask0017755)

problem

intermittent slowness on servu (ftp.clarifi.com and ftp.capitaliq.com).

solution

we identified resources crunch on servers. we requested wintel team to upgrade the ram from 4gb to 8 gb, it is an vmware wintel team upgraded the ram to 8 gb on file. contention issue was resolved.

problem

multiple iframe dependent applicaitons are not opening in chrome when launched through ratings gateway.

solution

the problem is fixed by following steps: 1. installation of webgate binaries which as suggested by oracle idm team has the binaries (and add a wg udf parameter) 2. added secure;samesitenone lines in apache extra.conf file. 3. cookie domain fix for pega

problem

ids site is down

solution

due to the large import done by web team, the ids site was inaccessible for 3 mins. after the rolling restart of ids tomcat servers, the ids nodes was healthy. users have been advised to perform bulk uploads at low traffic times and to space them out such that you can confirm the first one is complete and synced across nodes before starting the next one.

problem

docker images in artifactory preventing containers from starting

solution

team restored the images to artifactory and amended the scripts that were used as part of the cleanup process.

problem

users not able to submit documents through directconnect

solution

server side confi was updated and deployed to prod.

problem

mismatch ratings on r360

solution

update the cache duration to zero seconds from 2 hours so that no delays on the ratings.

problem

slowness and errors with ciq excel plugin and ciq web portal login.

solution

api gateways have the connection count thread changed from 128 to 1000 and restarted the services

problem

industrial and commercial bank of china (new zealand) limited issuance ratings missing

solution

updated the hydrob to fix the issue and verified the fix on lower environments. it will be deployed to production as per the schedule.

problem

ciq portal and excel plugin idm 12c delays due to the ciq 12c webgate api gateways servicing the plugin calls exceeded limits

solution

on the api gateway servers we increased the cpu and memory resource by 2x and also increased the concurrent connection pool configuration by 4x to allow for more concurrency and reducing the thread saturation.

problem

creditpro experienced an outage.

solution

the issue was resolved. tanium scheduling was put in place.

problem

users are unable to see aphub search screen ( while login)

solution

searchemployee / getemployeedetailsby id service is returning huge response for general comments as result user is unable to see the complete aphub screen due to response time out. we have suppressed general comments in response while user logins into aphub application

problem

price metric was failing on charting and corporate profile on snp global platform.

solution

the issue was caused as an unexpected update was pushed onto the proc. the issue was resolved when the 4 procs where updated to the expected status by jason johnson from the rsa team.

problem

pipeline that brings commodity data from ciq platform to mi platform is down.

solution

issue was resolved by re-processing the data and no more incidents of this type have been reported as of the end of 2021

problem

can not access https://neo.app.tricentis.com/ and https://vision-ai.app.tricentis.com/ in ie and tosca vision ai agent

solution

this issue was resolved when a package for the software installation was created and published to software center.

problem

cap qa loading issue

solution

query fine tuning in qa and uat db fixed the issue

problem

informatica services were impacted in charlottesville dc

solution

network security team has applied the fix by reloading the network firewalls and double the ip pool capacity initial test results look positive

problem

sql service was restarted on dmzsql3

solution

dmzsql3 was restarted due to heavy purge activity on onlinelogging.sessionstate table causing high threadpool count/active sessions/blockings. further analysis showed that the said table had high index fragmentatiom. gdps have performed index maintanence of that table through the chg0150921. post the index maintenance, we do not see any issues with dmzsql3.

problem

parc transaction log is full due to replication

solution

replication was not working for telekursdata and the log reader agent had filled the transaction log up filling up the drive. i fixed replication and shrank the log. i also created a 2nd log for parc to prevent this from happening again.

problem

mhf1 users are intermittently unable to access folders contents within shared drives

solution

reported issues were resolved by reapplying or re-adding permissions domain. not reproducible anymore.

problem

research articles for realtime ratings, rd on ciq and xpressfeed files were delayed. the impacted files from xpressfeed are rating v2,v3,v4 and credit research

solution

the issue started on qtdfpdbpd01 server got crashed due to that athens with golden gate services failed over to qtdfpdbpd02 from qtdfpdbpd01 but services not started automatically. manually started golden gate services on passive node qtdfpdbpd02 fixed the issues

problem

fim connector showing empty values on simple access account creation for non employees.

solution

permanent fix is deployed by:- - removing the offending dc (nj12adc001) on 23rd dec and updating the healthy ones - team has monitored this for three months and no issues found. there were accounts in queue that did not get auto processed, hence few issues were noticed exports are running fine via nj12adc003, auto provisioning of accounts is in place now.

problem

plt eclipse xplore: latest outage data was not populated for ncs due to one tableau extract getting timedout

solution

to mitigate the issue dbops team changed the execution to live connection of a single data source to get the realtime data.

problem

users working from manila and pune odc (spgi and ihs) were unable to access internet via lan due to a power failure on a legacy switch in secaucus dc

solution

the onsite engineer visited the datacenter and powered on the switch which mitigated the issue.

problem

indexmetadatafeed - error occurred when validating remote object grip.index\_dest\_for\_ids@gripxp

solution

dv team have executed the arping command for the nutley dns

problem

meeting tab is showing as not entered for publishing job

solution

permanent fix applied by removing hard coded values in meeting list and passing event to the function to call process action.

problem

case shiller data files not distributed to edx causing delays of data updates on ids

solution

impg team corrected the file names (added hash tag around the date part) and did an immediate posting of the data files from care to edx only.

problem

missing md from vendor

solution

this was fixed during fierce release 6.31.1 5818907 prb0062750 - missing md from vendor

problem

hyperlinks are not working from outlook in citrix vdi.

solution

citrix vendor advised a registry workaround to add outlook.exe to exclusion list of citrix api hooks. so that the citrix api involvement of calling outlook.exe processes will be excluded and outlook.exe runs on its own processes to execute. tested the workaround by getting patching team deployed the microsoft patches on the vdis with registry added. hkey\_local\_machine\system\currentcontrolset\services\ctxuvi value name: uviprocessexcludestype: reg\_szvalue: outlook.exe citrix team has deployed the registry to all the impacted vdi based on the user reports which resolved the issue.

problem

search for object cannot be performed when there are special characters in entity.

solution

when calling search object service pega will be passing escape character for the service to be able to parse when there is a double quote character in the search string cr: chg0323638 rwi: https://spglobal.visualstudio.com/ratings/\_workitems/edit/5906140

problem

models / ramp template / documents opening in rap eventhough its not integrated.

solution

weve added auto refresh activity to the placeholders so that upon each deletion of a document/placeholder, the mapping is refreshed and that the new placeholder is mapped properly, it overrides the previous mapping details in simplify db.

problem

errors while saving in cts institution form and delay in delivery of latest company profile data to ciq pro platform due to middle tier release.

solution

it was identified that the issue was caused due to shire api service was returning failed requests. shire api service started failing after new version of mts nuget was released middletier to support future functionality for non-transactional batches. mi dataservices bteam stated that this functionality should not have had consumers in production. however, because shire was incorrectly using non-transactional batches, therefore application started attempting to use this incomplete functionality. mi dataservices b team upgraded the mts nuget to support non-transactional requests and deployed it in lower environment for testing. validations were unsuccessful in staging and it was identified that queries are even failing with the latest version of mts nuget in staging and expected to fail in prodcution as well, due to postgres version mismatch between lower(11.16) and prodution (10.2) environments, as older postgre version does not support exception handling. mi dataservices b team then made the code changes to mts nuget to force the shire calls to use only transactional batches to correct the behavior from the backend. releaseengineering team deployed the fix in production afer successful validation in lower environment, to mitigate the impact.(ecr chg0298685). company profile data is flowing and the issue is resolved.

problem

errors in ril workflow

solution

index key profile got changed from when validating the profile with the source, the code is considering the latest index key instead of the current day index key. dml was executed in prod staging to address this scenario and new transaction was triggered in staging.

problem

unable to ping or remote into any production machines in ewdc

solution

team to upgrade the software of the switches on development and the production environments.

problem

impact assessment: sfdc email to case (e2c) delays--spdji

solution

salesforce s 3rd party vendor made a software update that caused emails to bounce. once the update was rolled back, emails resumed sending

problem

unable to create new files on drive d on dmzprocess4 due to volume d had readonly attribute set to yes.

solution

no issues reported after last incident, this was due to backup set drive to read only

problem

criteria workflow reviews application is not accessible via ratings gateway

solution

this issue occurred after the change chg0057015 was implemented for patches deployed for vulnerabilities and exploits as part of a vulnerable remediation project, post patching one of the web server was not started as criteria workflow application were not aware this application has 2 apache instance and performed the post validation test only on the non sso url and had not verified on the sso url testing due to which users using the sso url were facing the error on accessing the criteria workflow reviews application

problem

production: critical: col10dbsqlprd failed over to hycoldbpd01 from hycoldbpd02

solution

installed microsoft visual studio tolls for applications and configured proxy settings on hycoldbpd02. after these fixes, tested them by failing over the instance to hycoldbpd02 and confirmed that the jobs are running fine.

problem

no price updates on rdf after receiving a record dropped message from reuters

solution

wombat team implemented a code fix for this issue.

problem

ir websites and mi platform were facing intermittent issues

solution

root cause code: configuration error as per the case 119021119653087 raised with vendor microsoft, the team had evaluated the cause of spinlock contention on database servers - dmzsql1 dmzsql3 as slow tempdb objects creation which was impacting the performance of olp db. additional information: to mitigate the issue, vendor microsoft had suggested to enable the trace log 8005 and also suggested for modifications of stored procedures which were using tempdb heavily. post which, as a permanent fix, vendor microsoft had shared the on-demand hotfix to reduce the spinlock contention.

problem

san storage issue impacted limited functionalities on the ciq platform

solution

implement bug fix on storage arrays by upgrading version from mu4 to mu6.

problem

latency issues with running certain functionality for deal analyzer

solution

the underlying issue was the way storage was configured post aws migration of the application. there were still dependencies on the legacy nas system. once the storage subsystem was updated to use aws technology, performance was vastly improved

problem

rca - inc0799484 - p2 - connectivity to secure ftp server(sftp.platts.com) was down

solution

the outage is due to cpu utilization is high

problem

sso is down globally for external products, mi platform and capital iq

solution

as per vendor f5 product development id 490174, need to update the load balancer os.

problem

xml documents not rendering in mi platform

solution

the style sheet was reverted in our amazon s3 repository around 10:00 am. however, any user that opened a document and leveraged the improper style sheet would continue to encounter an error until cache was cleared from the udr buckets. therefore, the cache was manually cleared, and functionality was restored for all xml files

problem

major incident - market intelligence - conning client from us-dallas location experiencing authentication errors while accessing snp global and ciq platforms.

solution

as part of the vendor verizon case 2020031035758, verizon added statement (network 204.148.83.44 0.0.0.3 area 0) in ospf process on router eqr5 (mchill-eqr5-20525789e001) which was missed by vendor verizon during their change implementation for the 1 to 10 gig upgrades.

problem

monitoring alert reported slow response times on in ratingsdirect on ciq - inc1498796

solution

increased the heap size and ram on the server

problem

simplify ccst circular reference error (case id: c26367)

solution

model was updated and since the update there are no longer circular reference errors presenting with this model.

problem

major incident - market intelligence - automated health checks of spgp (on-prem): all services/all users - are failing for random locations

solution

as per defined process, asked noc to restart spark corosync services and then guided them to restart the spark servers which fixed this issue.

problem

not able to log into dotcms for vault

solution

restarted tomcats in rolling fashion.issue was resolved.

problem

incomplete proforma report generation

solution

added a report validation job before reports are triggered

problem

wfm analyst location change from dallas to farmers branch

solution

updated with changes to include farmers branch location

problem

major incident - market intelligence - unable to access/login to multiple ciq production servers

solution

unix servers were configured qts-dev-dc1.ciqdev.com and this server was rebuilt with new os and new name, nj15dc003.ciq.dev.com. unix support team replaced the old dc name with the new one to resolve the issues however as a permanent fix ad team has deleted the ciqdev.com dns stub zone from qts-inc-dc1.capiqinc.com and recreatedit. support teams confirmed that they were able to login to capiqinc.com unix machines with ciqdev ids.

problem

major incident - market intelligence - data is available in the ir console but its not visible on the irw page

solution

fixed index optimization job to prevent future occurrences.

problem

rca - inc1421688,inc1389851 - p2 - pea (platts excel add-in) and apis - streaming connections were unavailable to internal and external users and hence were unab

solution

pas team has restarted the kaazing services on node1 and node2 to resolve the issue.

problem

rca - inc1355829 - roll over dates were missing for london gas oil data

solution

database team manually inserted the rollover data as a temporary fix

problem

cts financial queries troubleshoot

solution

mt trigger was changed the way it was working to resolve the issue.

problem

re-post reg jurisdiction report

solution

workaround was done to manually upload the file to s3 bucket

problem

the exisitng national scale rating does not display while cascading the rating in simplify.

solution

scripts are applied to fix the issue

problem

issues with esp and linx following wan optimization

solution

to resolve the issue wipro nw team have bypassed the traffic in the riverbed from the source any to the destination server ip 10.169.40.133, problem is co-related to wan evolution project

problem

facing issue while connecting password for eqi\_fgr\_client on iisp

solution

fixed it by placing the single quotes around the existing password in connections-aws-preprod.properties in preprod environment.

problem

cst is not capturing fy2019 audit numbers

solution

dvl cache needs to be refreshed post the finmaster data load.

problem

the criteri and guidance alternative investment funds methodology was published yesterday, we are not able to find the guidance in to model repository.

solution

criteria search is updated to search for all criteria

problem

w-341897 - showing automatically as cancelled

solution

enhanced the system to not automatically cancel jobs after 6 months of creation as long as users are actively working on it. users will now receive multiple email notifications before an idle job is cancelled.

problem

in informatica | webinfop\_rep spice folder, most workflow are long running

solution

wfs migrated to spark

problem

job folders are getting linked to taxonomy in docshare

solution

after enabling all failsafe jobs issue got fixed

problem

compare\_gdb\_eod

solution

dml was executed to resolve the issue permanently

problem

template upload is not allowing indices that it should be

solution

issue has been resolved by executing a dml

problem

new report: all-time high and low report

solution

issue has been resolved by executing a dml-closing the ticket

problem

aod(analytics on demand) portal not working

solution

this issue was due to java vulnerability work that was being done to update the vulnerable versions of java in the environment. it was later resolved by restoring java to the server.

problem

major incident-market intelligence - slowness in loading credit research and investment research pages on ciq platform.

solution

added 2 searcher nodes to ir search cluster

problem

server ashrtapiprd12.prod.mktint.global was not reachable

solution

unix team had worked with mi dashboard team to get the ilo ip and brought up the server - ashrtapiprd12, post which the issue was resolved.

problem

xpertdoc db issue

solution

the transaction log has been set to auto resize and alerting is no monitored via two tasks

problem

aar is not working - error

solution

one of the web server was down we have brought up and fixed the issue.

problem

cannot upload documents to box

solution

the box vendor has implemented the permanent fix to the issue.

problem

major incident - all divisions - ticket creation not working in snow.

solution

access control restriction implemented

problem

am users are unable to launch the look back review in production after pega822 upgrade.

solution

issue got resolved by resaving the rule of data-portal.showdesktop to data-portal.showdesktop\_lb and now either of them will work and should not be problem anymore.

problem

the workflow flow id is showing as undefined in wfm screen

solution

fixed the code to verify that job id value sent all times.

problem

easids being excluded when they should not

solution

fixed include/exclude issue. when one of the asids is excluded (having common easids with other asid included)easid is touched and move to final ratings and recalcualte, the easids at that point are excluded from the job itself.

problem

report generation not starting after index calculation

solution

report thread count was increased to fix this issue.

problem

spt - surveillance and publishing tracker - production

solution

added proper null checks for full review date objects in drools code.

problem

no stream display errors and slowness issues in simplify - post patching.

solution

the mdc settings were updated in 12c for this issue.

problem

dsos north america universe (universe\_id=442 ) index calculation issue

solution

index setup is fixed and issue is resolved. closing this problem ticket.

problem

linx performance issues from dallas, boston, san francisco, chicago location

solution

resolved the issue by moving configuration to local machine

problem

i am unable to access the pending document basket. every time i click into pending document the system jammed and i cannot click into any job at all.

solution

fixed loading/performance issue on the pending docs workbasket for sf and cgs by adding pagination, each page of size 200 records. users will see improved loading time.